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Editor Foreword

Welcome to the inaugural issue of APPLAUSE Review Letters: a peer-refereed academic journal on Advances on
Plasma Physics. This journal is the result of an intensive module on Transverse Skills of the APPLAUSE Doctoral
Program, a course designed to improve the APPLAUSE students academic achievement. The papers presented
in the APPLAUSE Review Letters show review work on selected topics, or advances made during the Laboratory
Rotations hosted by teams from the Instituto de Plasmas e Fusão Nuclear (IPFN). These papers were presented
as part of the summer assignment for the course, and refereed by students and senior researchers from IPFN, who
generously gave their time to the course, and to whom we are very grateful. This year’s course benefited from the
pioneering work led by the first APPLAUSE cohort in 2014, whom the Editors would also like to thank.

This years Guest Editor is Duarte Nina, to whom we are indebted for putting together the magazine, and for
instituting the Best Figure Award. We would also like to thank all the 2018 APPLAUSE students for the work
carried out for the course.

We hope that the APPLAUSE Review Letters will inspire next years cohort, by showcasing the level of maturity
that could be reached, in a such a tight schedule, by first year PhD students. As the coordinator of the module, it
was my pleasure and my privilege to work with the 2018 APPLAUSE students.

Marta Fajardo
Instituto de Plasmas e Fusão Nuclear (IPFN), Instituto Superior Técnico
Email: marta.fajardo@tecnico.ulisboa.pt
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Best Figure Award

Figure 3a: Spectral evolution of a 200 fs pulse inside the material of two di↵erent time scale pulses.

Every year, from among all the submitted articles, the participants select a winner for the Best Figure Award
of that APPLAuSE Review Letters edition. We are glad to announce that this year’s winner is Victor Hariton!

This year’s awarded figure shows us that, even when performing a task like simulations or data analysis, we
should not just look for conclusions and results, but should also strive to find beauty

v



Contents

Editor Foreword . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Best Figure Award . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

1 Analysing Data from JET Gamma-ray Cameras, Duarte Nina 1

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2. Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

3. Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Machine Control and Monitoring at ISTTOK, Fernando Mourão 9

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2. New Slow Control System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3. Final Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

A. Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

B. Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Temperature determination using laser interferometry, Joana Alves 19

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2. Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3. Phase extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4. Abel inversion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

5. Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

6. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4 Optimization of High Harmonic Generation in Gases, Mukhtar Hussain 29

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2. Experimental setup and optimization of HHG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3. Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5 Microwave plasmas graphene synthesis, Ruggero Giampaoli 37

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2. Synthesis of pure graphene: setup description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3. Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4. Estimation of the plasma temperature by using the rotational spectrum of OH- . . . . . . . . . . . . 41

5. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

6 Nonlinear processes for ultrashort pulse broadening, Victor Hariton 45

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2. Theory of bulk material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3. Matrix formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4. Split-step method for time domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5. Experimental setup and results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

6. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

vi



APPLAuSE Review Letters 2018

7 Survivability Test of DEMO Diagnostics Components, Yohanes S. Nietiadi 55
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3. Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

vii



Analysing Data from JET Gamma-ray Cameras
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Pais, 1049-001 Lisboa, Portugal

E-mail: duartenina@tecnico.ulisboa.pt

February 2018

Abstract.
The existing codes for processing and analysing data from the JET Gamma-ray

cameras were joined, expanded and improved, adding new features such as background
subtraction. Several shots were studied to understand the possibilities and limitations
of the algorithms. Furthermore the code was successfully tested inside JET’s servers.
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CHAPTER 1. ANALYSING DATA FROM JET GAMMA-RAY CAMERAS, DUARTE NINA

1. Introduction

The Joint European Torus (JET) is a tokamak built in the 1980’s to study fusion plasmas. It has been upgraded,
improved and expanded several times since its initial iteration. Diagnostics are one of the most important parts
of JET (and any reactor), since they help to control the plasma and are the largest source of data for studying a
plasma. Gamma-ray spectroscopy is a diagnostic which gives an insight on the behaviour of fast ions, and since
these ions can have a large e↵ect on the entire plasma, this diagnostic can be a strong tool to both control and
understand fusion plasmas.

Figure 1: Position of the Gamma-ray cameras on
the vessel [1].

Figure 2: Example of the Digital Trapezoidal Shaper
method [2].

At JET there are two gamma-ray cameras as shown in figure 1: one array with 10 detectors, looking at the
plasma horizontally; and another with 9 detectors, looking vertically at the plasma. These cameras use LaBr3
detectors that has a good energy resolution at the high energies photons created by the fast ions[3].

The detectors are controlled by several electronic boards that run on a high-frequency (in the megahertz range)
clock. To reduce the amount of data stored, and for an easier data post-processing, the boards pre-process the
raw data in real-time. By using the Digital Trapezoidal Shaper (DTS) method[2], any peaks found are stored only
as a timestamp of the current cycle number and an energy. In figure 2, we see an example of the DTS method,
converting the raw data (in black) to a processed signal (in red). The peaks of the processed signal are saved, and
that is the data that the code shown here analyses.

2. Code

The code was written using Python with the help of the libraries NumPy, for mathematics, and Matplotlib, for
graphics. Python was used due to its ease of use for both programmer and final user, and also due to its availability
in JET’s server. To guarantee that the program is able to run in most systems, it was written as compatible for
both Python 2.x and 3.x.

There were already two existing codes, with limited features, dealing with the two sizes of the timestamp (see
section 2.1. ). These codes were joined into a single program, and expanded to allow for new features.

The program is a command line-based utility which receives a shot number, reads the respective raw data and
outputs a series of data files with the information that the user might need. There are also a large number of

2
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options available, from choices in the graphs plotted to the parameters of the Analog-to-Digital-Converter (ADC)
used with the detector.

2.1. Data Formatting

The recorded data is stored in a 64 bit word for each event. The previous detector ran with a slower clock (around
2.5 MHz) and its timestamp was small enough to fit in an unsigned 32 bit integer for the duration of the shots.
With the upgrade to the new detector, which allows a higher clock speed (of around 200 MHz), the space reserved
to timestamp was increased to the full 48 bit available.

Energy
(16b)

Time/Empty
(16b)

Time
(32b)

Figure 3: Sections of the 64 bit word for a recorded event. The middle sector is either empty or part of the
timestamp depending on the version of the board used.

The data file is firstly read as columns of 16, 16 and 32 bits, the first of which is assigned as energy. In the case
of the 32 bit timestamp, the third column is directly assigned as time. NumPy, by default, can read files in the
format above, but does not recognize unsigned integers of 48 bits.

To obtain the 48 bit timestamp, the file is read again as just a column of 64 bits. The energy sector is ignored
by zeroing it out with a bitmask, i.e., performing an AND operation with a binary number detailing which are the
needed bits. The timestamp is then retrieved by bitshifting the result towards the 48 bit since the energy sector
are located in the least significant bits.

2.2. Time Array

Figure 4: How to select the data by looking at the evolution of the timestamp. Valid data is defined by the section
where the timestamp is always increasing.

Since the memory of the board is not always cleaned before a new shot, it is necessary to figure out what parts
of the file are the actual results from the shot. This is done with the simple method of looking at the timestamp and
finding when it stops increasing. In figure 4, the timestamp of a sample shot is shown. The valid data is presented

3
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with a white background, while the invalid data has a grey background. In this particular case, it is possible to
recognize the data from a previous shot in the grey section, followed by random data.

To convert the timestamp, which is the number of the cycle when the event happened, to the correct time, in
seconds, the following expression is used:

t[s] =
tstamp

fclock[Hz]
+ tdelay[s] , (1)

where tstamp is the cycle number, fclock is the clock frequency in Hz, and tdelay is the delay, in seconds, between
the start of the shot and the start of the acquisition.

2.3. Energy Array

The next step is to interpret the energy data to obtain the energy in keV. This is done by calibrating each detector,
i.e., each channel, with a well-known radioactive source. The results of such a run will show clearly defined peaks
for which there are known and precise energies, allowing the creation of a linear calibration

E[keV ] = a · nchannel + b , (2)

where a and b are the parameters of the calibration. These parameters can be stored in a single file to then be
accessed when needed.

The details of the ADC (number of bits and range), and the calibration define the bins of an histogram which
is then filled with the energy data, obtaining a number of counts for each energy.

2.4. Background Subtraction

One of the features of the new version of the code is the option to obtain the counts of the background radiation
and subtracting them from the time periods being studied. The user defines a time period where there is only
background radiation and then a number of time periods of interest (named as Events).

Figure 5: Two examples of background subtraction using total area as a normalization function. In black the
background spectrum, in solid the spectrum of two time periods and in dashed their spectrum with the background
subtracted.

The first step is then to choose and create a normalization function of the histogram, function which is, by
default, the integral area of the histogram. Many other functions were explored, such as the sum of counts or the
highest peak, and several are still available as an option, since di↵erent functions have di↵erent advantages and
disadvantages.
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Each histogram (for the background and the events) is then normalized to itself and the normalization factor
used is stored. In this way, the normalized background can be subtracted from each of the normalized events. The
number of counts of the events is then recovered by multiplying the result of the previous subtraction by the stored
normalization factor.

An example using this method is shown in figure 5, where the background is presented as black, the original
events as solid blue and orange lines and the events with the background subtracted as the dashed lines. It is
possible to see one of the disadvantages of the area of the histogram, where in the low energy photons the resulting
counts are negative, which is not physically correct. However, in most cases, the energies being studied are towards
the high end, where the error of this method is minimized.

2.5. Output

After running the code, the user will find two new folders, ‘images’ and ‘out’. The ‘images’ folder contains graphs
for each channel that allow to quickly recognize areas of interest and problems (see section 3.1. ). The ‘out’ folder
includes data files with all the times and energies for each channel and a single data file with the counts of the
requested time periods and energy windows for all channels.

3. Examples

To understand the possibilities and limitations of the code, several shots were studied. For most of the following
examples, detector 15 was chosen to present the result.

3.1. Typical Shot

Figure 6: Example output of the code for a typical shot (detector 2 for shot 91975).

In figure 6, the default output for detector 2 of a typical shot (91975) is shown. The default graph is divided in
three sections. On top, all the captured photons are shown, in time and energy, highlighting both the areas with
more counts and with higher energies. In the middle, an histogram of the times is shown, showing a clear picture of
the periods with the highest counts. And finally, at the bottom, the energy spectrum is shown for the entire shot,
the background and any request time periods, the latter having the background already subtracted.
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3.2. Calibration Shots

Figure 7: Energy spectrum of the calibration shots, with relevant decay peaks marked (detector 15).

After the new detector was installed, several calibration shots were made, two of which are shown in figure 7, as
blue and orange. The blue line was obtained with sources of Caesium-137, Barium-133 and Sodium-22, while the
orange line had just the Sodium-22 source. The green line was obtained by defining the shot with just Sodium as
background to the other shot.

It is possible to identify the known peaks of each of the sources (labelled in the graph with source and energy).
Also interesting to note is that the background subtraction returns the expected result, with the Sodium peaks not
being present.

3.3. Spatial and Temporal Di↵erences

Figure 8: Di↵erences in counts and energies for both heating methods (detector 15).

The final example is an older shot (81852), where two heating methods were used, first the Ion Cyclotron

6



APPLAuSE Review Letters 2018

Resonance (ICR, in green) followed after a delay by the Neutral Beam Injection (NBI, in red). This shot was
chosen to highlight the option of choosing multiple time periods to study in the same shot. In figure 8, the captured
photons and the number of counts summed every 0.1s are shown. From those graphs, it is possible to see that the
NBI creates higher counts, and with average higher energy.

In figure 9, the counts of high energy photons (between 2.3 MeV and 7 MeV) are shown for both heatings
and for each of the detectors. As expected, NBI creates higher counts across the entire plasma. As for position,
both heating methods present the same overall shape. The horizontal cameras show the expected distribution, with
higher counts in the centre of the plasma. The vertical cameras show a similar figure, with the exception of channels
18 and 19. This di↵erence is usually due to high radiation counts for non-plasma sources.

Figure 9: Di↵erences in the number of photons with energies between 2.3 MeV and 7 MeV, for both position and
heating method (detector 15).

4. Conclusions

The existing codes to process the raw data were expanded and improved, joining them into a single package that
has a large array of options. Among the several new features, the background subtraction is highlighted, since it
allows for a more precise count of the events being studied. The code is also faster, and requires less memory.

To test and verify the code, it was run in JET’s own servers, obtaining the same results. Several shots, including
a calibration shot, and shots with more than one event, were studied, and obtaining good and expected results.

In the future, it would be interesting to continue improving the tools available in the code. In particular,
the background subtraction method still has some problems, such as negative counts in some energies. Another
important feature would be to allow the user not to have the raw data already, by fetching the required shot directly
from JET’s servers. And finally, the code should be made available to the public as a polished and easy to use
package.
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Abstract.
The ISTTOK supervisory and operational control systems for the vacuum, power

and plasma conditioning are presently being upgraded to the Experimental Physics
and Industrial Control System (EPICS) environment. The objectives of this “LAB
Rotation” were: to obtain practical, hands-on specific experience in the methodology
(modelling, analysis and design) and tools (hardware, software) of control and data
acquisition system for industrial and laboratory environments; and to help in the de-
veloping and commissioning of the new control nodes needed to replace the outdated
equipment, which can no longer be supported. To this purpose we were able to develop
a new slow control system unit to remotely operate and control the vacuum pumps
and to implement a new finite state machine, as well has to design new graphical user
interfaces (GUI’s), using the Control System Studio (CSS) software, for the operation
of the new system.
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CHAPTER 2. MACHINE CONTROL AND MONITORING AT ISTTOK, FERNANDO MOURÃO

1. Introduction

The ISTTOK slow control system is being upgraded in order to transition from the old control system based on the
EDWARDS controller, which is no longer supported, to an EPICS based environment. This is a powerful framework
used by many international experiments, including ITER, to implement control systems.

This report will focus on the launching of a new vacuum control unit, based on the EPICS environment, which
will allow for the remote operation of the vacuum pumps and electro valves, as well as in the implementation of a
new EPICS server and finite state machine.

1.1. Experimental Physics and Industrial Control System (EPICS)

The Experimental Physics and Industrial Control System (EPICS) is based on a set of software components and
tools that allows developers to create control systems. This framework uses Client/Server and Publish/Subscribe
techniques, allowing it to communicate between various computers. The servers (called Input/Output Controllers
or IOC’s) allow a client to access and pass information, through the Channel Access (CA) network protocol, that
uses TCP/IP and UDP protocols, to the Process Variables (PV’s), defined in the EPICS database and that are
associated with all the control system components. The basic components are:

• OPI: the Operator Interface. We used CSS in the design of the Graphic User Interface (GUI);

• IOC: the Input/Output Controller. Any platform that can run and support all of EPICS software
components;

• LAN: Local Area Network. This is the communication network which allows the IOCs and OPIs to
communicate. EPICS provides a software component, Channel Access, which provides network transparent
communication between a Channel Access client and an arbitrary number of Channel Access servers. [4]

A more detailed view of an EPICS IOC is presented in figure 1.

Figure 1: Major software components of an IOC [5]

These modules and extensions allow us to implement all the features of EPICS. In the Database we define the
Process Variables (PV’s), which are associated with the di↵erent components of the control system (monitoring
signals, control signals, pressure sensors, etc). These PV’s are coded as records in the necessary file. The Sequencer
allows us to implement a finite state machine using State National Language (SNL) coding. This allow us to
implement sequences based on control tasks performed on the system, that are triggered depending on monitoring
signals, user inputs or a given time delay. Through the Device Support we can implement modules like the
AsynDriver which allows the IOC to interact with the physical system by specifying di↵erent communication
protocols.

10
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1.2. Control System Studio (CSS)

Control System Studio is an Eclipse Rich Client Platform (RCP) product, fundamentally just a collection of Eclipse
Plug-ins. It allows for the development of OPI’s. This software is based on multiple toolkits, the most important
being the Best OPI, Yet (BOY). This provides the tools to create a Graphical User Interface (GUI), through which
a user can access the PV’s in the EPICS IOC and perform all the necessary control tasks. Other toolkits like the
Data Browser, makes possible the access to the EPICS Archiver and the Alarm Handler allows to set messages and
automated tasks depending on a value or alarm status of a specific PV. [6]

1.3. System Overview

The slow control vacuum system has the following components: a P↵eifer rotatory vacuum pump; an Edwards electro
valve; a Seiko Seiki turbomolecular pump and control unit; two P↵eifer pressure gauges; temperature sensors and
ELCO voltage measurement systems.

The system already has implemented an instance of the EPICS framework and some CSS GUI’s for the users.
It is divided into two peripheral nodes. The Vacuum System, which acquires the pressure value from the Pfei↵er
gauges and the Temperature Sensors and ELCO Voltage Measurement Systems, responsible for the reading and
storing of the thermocouples and ELCO’s voltage measurements. Each of these systems has defined, in the EPICS
IOC Server, a set of PV’s that connect to the di↵erent components of the system. The list of these PV’s can be
consulted in the IPFN’s wiki page on the ISTTOK, Slow control section. [7]

However, the vacuum pumps are still not integrated in this new system. This is one of the requirements for
the commissioning of the new control system: to couple the control of the vacuum pumps to an EPICS based
environment.

Also implemented is a finite state machine, using the SNL and Sequencer module of EPICS. The state machine
flow is presented in figure 2.

Figure 2: Slow control finite state machine flow [7]

This flow chart represent a state set, where several states are defined. For the machine to enter a certain state a
given condition needs to be met: a request from the user or a given elapsed time. At the Process state, the ISTTOK
must have the vacuum pumps working and the pressure sensors must read the appropriate vacuum conditions to
perform the power or cleaning discharges. Although implemented, the state machine flow doesn’t perform any
automated control tasks.

Here we have the second requirement for the new slow control unit: the need to implement a state machine able
to perform automated control tasks on the system.

11



CHAPTER 2. MACHINE CONTROL AND MONITORING AT ISTTOK, FERNANDO MOURÃO

2. New Slow Control System

2.1. New System Requirements

To meet the stated requirements a new vacuum control unit was built at IPFN, that connects to the vacuum pumps
and also to the electro valve. The control of the turbomolecular pump is done through the SEIKO unit controller.
We were able to identify four monitoring signals in this controller: the power to the controller, the emergency signal,
indication that the pump’s motor is accelerating and the signal that indicates the pump reached normal operation;
and also four control signals: to turn the controller on, turn the controller o↵, turn the turbomolecular pump motor
on and to turn the turbomolecular pump o↵.

The new vacuum control unit has a new EPICS IOC Server running, where a new state machine is already
implemented. The new control unit for the slow control vacuum system was developed and assembled by Professor
Bernardo Carvalho and Rui Dias at IPFN and it’s comprised of:

• a Raspberry Pi, running a linux distribution. It also has a USB RS485 port for monitoring pressure
(to be connected soon);

• an Interface Board, Velleman k8000. Connected to raspberry Pi through I2C interface; 8 isolated output
connected to the relays (6 relays installed for the rotatory control, 2 in use);4 isolated outputs connected to
SEIKO unit controller; 4 isolated inputs connected to SEIKO unit controller;

• Indicator leds for the relays in the front panel.

• 24 V power supply.

The control unit is shown in figure 3

Figure 3: Inside components of the new control unit

2.2. Design of the State Machine

For the implementation of a new finite state machine we needed to define the proper starting and stopping sequence
of the vacuum pumps.

We needed to create two extra state sets, defining multiple states in each one. The first change was to the
already implemented state machine. When the sequencer is started, the control system checks if the turbomolecular
pump controller is on, if not, this is turned on. After the request of the user to begin the starting sequence, the
control system turns the rotatory pump on. A time delay of 5 seconds is observed and then the electro valve is
opened. The next step needs the user input. There is a manual valve at the exhaust of the turbomolecular pump
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that needs to be opened. After this the user sets the state of this manual valve in the interface panel and the
machine proceeds to the next state. There it stays, until the primary pressure goes below 3e-3 mBar, after which
the turbomolecular vacuum pump is turned on. The pump starts accelerating. When the normal operation signal
is on, the machine is ready to proceed to the Process state. From the Process state, when the user gives the order
to initiate the stopping sequence, the turbomolecular pump is turned o↵ and we can see that the pressure in the
system starts to increase. After the pressure reaches a certain level, meaning the pump has decelerated to a given
level, the operator must close the manual valve and give this input to the control system. After this the machine
holds for 5seconds before closing the electro valve. After another 5 seconds delay the rotatory pump is turned o↵
and the machine is at the Stopped state again. The flow diagram for the implemented state machine is presented
in figure 4.

Figure 4: Flow diagram for the new finite state machine

2.3. Implementation of the New IOC Server

The new EPICS IOC Server was implemented in the Raspberry Pi of the new vacuum control unit. We followed
the building procedure explained in the IPFN’s wiki page, defining all the necessary paths and modules in the
site configuration files, building the Asyn and SNL modules needed for the Device Support and the Sequencer,
respectively.

The communication of the I2C Interface Board with the Raspberry’s IOC is implemented with the EPICS
modules ASYN STREAM and drvAsynI2C. The I2C communication protocol with the velleman board is coded in
protocol file name pcf8574.proto.

We needed to declare all of the Process Variables regarding : all the states in the state machine; all the control
and monitoring signals of the turbomolecular pump controller unit; and the rotatory pump and electro valve. The
PV’s are coded in the database files ISTTOKvacummPumps.db and ISTTOKstates.db. The list of the PV’s created
is presented in Appendix A.

The programming of the Sequencer script, where the finite state machine is implemented was written in SNL
and is coded in the sequencer file name IsttokSeqExec.stt.

2.4. Graphical User Interface (GUI) Control Panels

We developed two GUI’s to be used by the ISTTOK operators. These monitoring and control panels were developed
based on the work performed by Doctoral Fellow MSc Paulo F. Carvalho, as part of his PhD work, in collaboration
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with the ISTTOK team. [8]
One was designed for the user to have control of the rotatory pump, the rotatory pump’s electro valve and the

turbomolecular vacuum pump and controller unit, as well as receive the input from the pressure and temperature
sensors of the system. This also allowed us to perform a debug on the new vacuum control unit, to see if the
commands where being passed to the interface board and consequently to see if the turbomolecular pump was
being turned on and o↵ when we passed the commands to the new control unit. The interface panel can be seen in
figure B.1, in the appendix.

The second user interface panel allows the user to initiate the finite state machine sequence, see what actions are
being taken, perform some necessary input to the IOC server installed in the Raspberry Pi and read information
about the pressure and temperature in the system. Figure B.2 shows the developed interface panel and can be
consulted in the appendix.

The GUI’s are already installed in the control computer at ISTTOK.

3. Final Remarks

3.1. Achieved Goals

Overhaul we can say that the goals proposed for this laboratory rotation were achieved:

• The new control unit was installed in ISTTOK; The remote control of the turbomolecular vacuum pump was
tested and is operational;

• A new EPICS IOC Server is running in the Raspberry Pi;

• A new finite state machine for the automated starting and stopping sequence of the vacuum pumps is imple-
mented;

• The GUI’s are installed in the operator computer.

3.2. Future Work

Although the new slow control vacuum control unit is already installed in ISTTOK, there is still some tasks that
need to be performed:

• Upgrade the sequence for the case of emergency shut down;

• Upgrade the GUI’s;

• Implement the AutoSave module in the EPICS IOC;

• Connect the rotatory pump and electro valve to the new control unit;

• Connect pressure sensors to the new control unit’s IOC;

• Update the Wiki page of IPFN’s.
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A. Tables

Table A.1: List of the Process Variables defined in ISTTOKvacummPumps.db.

PV Name PV Type

ISTTOKrpi:central:RotatoryPump bo
ISTTOKrpi:central:RotatoryValve bo
ISTTOKrpi:central:TMPControllerOn bo
ISTTOKrpi:central:TMPControllerOnInv calcout
ISTTOKrpi:central:TMPControllerO↵ bo
ISTTOKrpi:central:TMPControllerO↵Inv calcout
ISTTOKrpi:central:TMPMotorOn bo
ISTTOKrpi:central:TMPMotorOnInv calcout
ISTTOKrpi:central:TMPMotorO↵ bo
ISTTOKrpi:central:TMPMotorO↵Inv calcout
ISTTOKrpi:central:Turbo PW Ind bi
ISTTOKrpi:central:Turbo Emergency bi
ISTTOKrpi:central:Turbo Acceleration bi
ISTTOKrpi:central:Turbo NormalOperation bi
ISTTOKrpi:central:TMPManualValve bo

Table A.2: List of the Process Variables defined in ISTTOKvacummPumps.db.

PV Name PV Type

ISTTOKrpi:central:OPSTATE mbbi
ISTTOKrpi:central:OPCALCSTATE calc
ISTTOKrpi:central:OPREQ bo
ISTTOKrpi:central:PROCESS-MODE bo
ISTTOKrpi:central:PROCESS-REQ bo
ISTTOKrpi:central:AUTHORISATION bo
ISTTOKrpi:central:PULSE-NUMBER longout
ISTTOKrpi:central:COUNTDOWN longout
ISTTOKrpi:central:COUNTER calc
ISTTOKrpi:central:CurrentTime stringin
ISTTOKrpi:central:TraceMessage stringout
ISTTOKrpi:central:STARTINGSTATE mbbi
ISTTOKrpi:central:STOPPINGSTATE mbbi
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B. Figures

Figure B.1: GUI for the “manual” control of the slow control vacuum system

Figure B.2: GUI for the finite state machine
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Abstract.
Optical plasma diagnostics are of key importance for measuring some of the plasma

properties in the field of laser-plasma interactions. The aim of this lab rotation was
to explore one of such diagnostics - the laser interferometer. By assembling an ex-
perimental setup and developing a computer algorithm for the reconstruction of a
temperature profile, measurements and data analysis were performed.
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1. Introduction

The interaction of intense laser pulses with underdense targets, like gas jets, has interesting applications in areas
such as particle acceleration [9], x-ray lasers [10, 11], plasma channelling [12] and photon acceleration [13]. The
characterization of the density structure of the underdense region can yield important information on the processes
resulting from such interactions. A powerful tool to retrieve such information is laser interferometry. Here, the
deviation of the fringes from straight lines is proportional to the phase shift of the probe light due to the presence
of the gas. This allows the determination of the phase shift and thereby, through Abel inversion, the estimation of
the density structure [14].

In the absence of a gas jet, this work was focused on the characterization of a temperature profile around a
welding iron. In this study, a Michelson interferometer [15] was assembled and, most relevant, an algorithm was
developed in MATLAB for the reconstruction of the temperature distribution. In fact, realistic interferograms,
where noise is present and where a non-uniform distributed parameter is usually being measured, rely on computer-
based algorithms for their reconstruction. These methods are not free from certain assumptions along their steps,
which might introduce significant errors and ultimately result in misleading values. Therefore, critical understanding
and careful choice on the definition of such steps are of great importance through the data analysis process.

2. Experimental Setup

The experimental setup (see figure 1) consisted in a typical Michelson interferometer with a He-Ne laser. Here, the
beam was divided in two equal parts by a cube beam splitter (BS), and those two beams were then reflected back
by plane metallic mirrors (M) for their recombination. The welding iron was inserted in one of the interferometer
arms, while the mirror of the other arm was tilted to better measure the shifted profile. A microscope objective
(MO) and a lens with focal distance f = 200 mm (L1) were used to, respectively, expand and collimate the beam
before the BS. A lens with distance f = 50 mm (L2) was used to focus the recombined beams at a CCD camera
for image acquisition. The dimensions of the camera were 1928 x 1448 pixels, with a pixel size of 3.69 µm. Note
that a polarizer (P) was placed to control the intensity going into the camera and a pinhole was used to spatially
clean the beam coming from the laser. Several interferograms were acquired at room temperature (with the welding
iron controller switched o↵) and at di↵erent temperatures. Interferograms with di↵erent number of lines were also
acquired.

3. Phase extraction

The 2-D interferogram I(x, y) may be described by

I(x, y) = B(x, y) + V (x, y)cos[2⇡(⌫0x+ !0y) + �(x, y)] (1)

where ⌫0 and !0 are, respectively, the fringe frequencies in the x and y directions, �(x, y) is the required phase
information, B(x, y) describes variations in the background of the interferogram, and V (x, y) describes variations
in the fringe visibility [14]. In order to isolate the phase, we have to develop an algorithm with several steps [16,
17]:

1. read the acquired interferograms and perform a 2-D fast Fourier transform, from where three peaks appear
at ! and ! ± !0, given by

i(⌫,!) = b(⌫,!) + v
0(⌫,! � !0) + v

0⇤(⌫,! + !0) (2)

2. apply a 2-D filter in order to select one of the peaks around ! (in our case, the peak at !�!0) and translate
the filtered image to place this peak at !;

3. determine the logarithm of the 2-D inverse fast fourier transform which will give
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Figure 1: Experimental setup of a Michelson interferometer for the study of a temperature profile generated by a
welding iron. Legend: P - polarizer; MO - microscope objective; L - lens; BS - beam splitter; M - plane metallic
mirror; CCD - camera. (Image from Óptica Coerente, Protocólos de Laboratório LFEA, 2� Semestre 2016/2017)

log[V 0(x, y)] = log [V (x, y)/2] + i�(x, y) (3)

and isolate its imaginary part (this corresponds to a phase that is still undetermined by some factor of 2⇡);

4. unwrap the phase to obtain the true phase shift.

This steps need to be applied both for an interferogram with the perturbation in study and for a corresponding
reference interferogram (without the perturbation). The determined unwrapped reference phase is then subtract to
the unwrapped phase of the other interferogram, which should correct the latter one from any tilt and defects on
the fringes.

4. Abel inversion

For the determination of the temperature distribution, one must apply the Abel inversion to determine the refractive
index along the profile. Several methods have been proposed to overcome the main problems of the Abel inversion,
which are the discontinuity at x = r and the dependence on the first derivative of �(x). Some of those methods
are the discretization method, the Hankel-Fourier method and the Nestor-Olsen method [18]. Here, for simplicity,
we use the discretization method which is based on the direct discretization of the Abel integral with a slight
modification in the denominator to avoid the discontinuity. This method is applied on a 2N +1 data point discrete
distribution of �(x) with axial symmetry, and is given by

n(rj) = �
1

2

�0

2⇡2

N�1X

i=j

�(xi+1)� �(xi)q
(xi +

�x
2 )2 � rj

2
+ n0 (4)
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where n(rj) is the refractive index in the radial direction rj , �0 is the wavelength of the laser, �x is the spatial
separation between data (equal to the image resolution), xi is equal to i�x with i = �N, ..., 0, ..., N , rj is j�r with
j = 0, ..., N (where, �r = �x) and n0 is the reference refractive index (here, at 15 �C for �0 = 631.8 nm) [19]. The
factor 1/2 was added to the equation once the beam crosses twice the profile. From the resulting profile, we can
relate the refractive index with the temperature by [20]

T (rj) =
n0 � 1

n(rj)� 1
T0 (5)

where T (rj) is the temperature in the radial direction rj and T0 is the reference temperature at 288.15 K (15
�C).

5. Results and discussion

An interferogram with approximately 10 fringes for the iron at 200�C and its correspondent reference interferogram
at room temperature (see figure 2), were analyzed using MATLAB.

5.1. Phase extraction

The described method for the phase extraction was applied, where the selection of the finite filter and the phase
unwrapping proved to be the biggest concern steps. Di↵erent sets of rectangular filters were tested and two of
those are described and discussed below. See in figure 3, for better understanding, the 2D-FFT determined from
the interferogram with the welding iron at 200 �C and the corresponding plot of the 2D-FFT signal for frequency
⌫ = 0, showing the three peaks. From those, we wanted to filter the peak that is on the negative side of ! = 0.
(Note that similar figures where obtained for the reference interferogram and therefore are not shown).

For the first set of filters, maximum horizontal and vertical dimensions were selected independently such that
the resulting unwrapped phase of both interferograms was completely reconstructed (i.e. without any defects from
the unwrap algorithm). This was only possible with the selection of a very small amount of frequencies in the
vertical direction (!):

• for the interferogram with the temperature profile the maximum horizontal and vertical dimensions of the
filter were 230 x 3 pixels in the frequency domain,

• for the reference interferogram the maximum dimensions were 70 x 2 pixels.

Both phases were then subtracted, leading to the phase that can be seen in figure 4 (top). From here, we can state
that although this amount of information seemed to be enough to reconstruct the profile around the cylindrical
part of the iron, where maximum values between 2⇡ and 2.5⇡ could be expected from the raw interferogram, the
same did not happen around its conical part. Furthermore, the subtraction of the phases selected by two distinct
filters would lead to a non-homogeneous correction of the image, resulting in misleading values in the next step of
the work (i.e, in the determination of the temperature values).

To overcome these problems, more pixels from the vertical direction had to be included in the filter and both
images had to be equally filtered. To have enough information for the reconstruction around the conic shape, several
tests showed that 11 pixels would be the optimum value to be selected from the vertical direction. However, the
unwrapping algorithm function from MATLAB could no longer homogeneously reconstruct the phase in the right
side of the iron. This can be seen for the second set of tested filters, with dimensions of 90 x 11 pixels, in figure 4
(bottom). A possible solution that could be tried in the future, would be to acquire interferograms with even more
fringes. Also, a filter with a di↵erent shape could be alternatively tested.

Note that for both cases, after the correction of the phase, a mean of the surrounding part of the profile was
performed in order to o↵set the phase data. This sets the region which corresponds to the place where the fringes
are not changing, to approximately zero.
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Figure 2: Top: Interferogram at 200 �C. Bottom: Reference interferogram (room temperature).
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Figure 3: Top: Determined 2D-FFT of the interferogram at 200 �C (here, logarithm of the magnitude is presented
only for better visualization). Bottom: Plot of the 2D-FFT signal for frequency ⌫ = 0 showing the three peaks.

24



APPLAuSE Review Letters 2018

Figure 4: Top: Phase map of the interferogram for first set of filters (colour bar in radians). Bottom: Phase map
of the interferogram for second set of filters (colour bar in radians).
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Figure 5: Top: Temperature profile for the first set of filters (colour bar in �C). Bottom: Temperature profile for
second set of filters (colour bar in �C).
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5.2. Abel inversion

The discretization method was then applied for both resulting phases. As this method assumes radial symmetry
and the phase in analysis is clearly asymmetric, the integral was applied to both sides separately. Here, calibration
of the pixel size and choice of the central axis were the most critical steps.

Indeed, the center of the data should correspond to the central axis of the iron. However, it was not clear from
the images the exact pixels from where the iron starts and ends, so that its middle could be precisely determined.
Furthermore, the iron is slightly tilted. From the top part of the row images the center was determined to be at
approximately pixel number 945 and from the bottom at pixel number 938. Therefore, their mean (rounded to an
integer) was calculated and considered as the center for the simulations.

Also, at this point, the pixel size needed to be calibrated to the real object size. This was done by measuring
the top part of the iron with a calliper (1.70 ± 0.05 mm) and the correspondent size in pixels. The determined
calibration was 7.33 µm/pixel, correspondent to a magnification factor of 2. Note, that the reasons stated before
also influence the precision of this calibration.

As expected, for the first phase, the determined temperatures do not correspond to realistic values, see figure
5 (top). Indeed, although the maximum temperature achieved was ⇠ 200 �C, it stabilizes at di↵erent values at
each end side of the image. Also, it is clear that the temperature gradient around the conical part could not be
reconstructed.

For the second set of filters, however, the temperature profile could be reconstructed with realistic values, see
figure 5 (bottom). Indeed, although the calculated phase had jumps in the values at the right side of the iron, this
was just a↵ecting the vertical direction. Thus, when performing the phase di↵erence between columns of the image
(as required by the discrete method), these jumps have no negative impact on the calculations of the refractive
index. The resulting profile is smoothly reconstructed along all the iron with two di↵erent maximum values on each
side (one of ⇠ 200 �C and the other of ⇠ 155 �C). This di↵erence is consistent with the fact that the fringes do
a di↵erent shift for both sides. At the edges, the same temperature of 15 �C was determined, consistent with the
used reference temperature.

At this stage, other horizontal dimensions for the filter were tested. Dimensions higher than 90 pixels led to a
less homogeneous temperature profile. Dimensions lower than 90 led to a lack of information for the reconstruction
of the temperature profile. This proved that the second set of filters (90 x 11 pixels) was the closest to the optimal
one for the data in case (considering the rectangular shape).

In the future, precise measuring of the room temperature should be performed. Also tests in better isolated
environment should be done allowing the measurement of a more symmetric profile with maximums closer to each
other.

6. Conclusions

Experimental work and numerical analysis using laser interferometry for characterization of a temperature profile
were presented.

The influence on the dimensions of the filters used to extract the phase was studied. Two set of filters were
discussed. From the first set of filters, phase profile could be determined without noise but the selected amount of
information did not allow for the realistic reconstruction of the phase around the conic shape of the iron. From
the second set of filters (with larger vertical dimension on the Fourier frequency domain), the unwrap algorithm
could not extract correctly the phase at the right side of the iron. However, as this problem was only a↵ecting the
vertical direction, it did not a↵ect the final results.

Maximum phase shift was determined to be between 2⇡ and 2.5⇡ and maximum temperature to be approximately
200 �C. This is in accordance with the interferogram and the temperature that was set in the controller of the iron.

In general, this work allowed me to get familiar and aware of the important role that this optical diagnostic tool
plays in many fields and how careful its data must be analyzed.

In the future, interferograms with more lines should be acquired in a more isolated environment, to overcome
the di�cult reconstruction around the conical shape of the iron and to avoid the measurement of a non-symmetric
profile. Also, di↵erent filter shapes should be tested for the phase reconstruction.
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Abstract.
In this work, we will generate and optimize high harmonic generation in a gas cell

by using various gases: Ar, Xe and Ne. The high harmonic generation are gener-
ated by using an ultrafast high average power laser (coherent Astrella) with a central
wavelength of 800 nm, operating at 1 kHz, pulse duration 45 fs and energy of 7.5 mJ.
The optimum intensity ( 1014 W/cm2) of the incident pulses are obtained by focusing
the pulses into a 10 mm diameter and 15 mm long gas cell by employing the 750 mm
focal length focusing lens. The intensity profile (foot prints) of the high harmonics is
recorded by installing the XUV-CCD (Princeton Instruments PIXIS-XO 1024B) cam-
era. The optimization of the high harmonic generation in Ar, Xe and Ne is performed
by pressure scan, focusing position scan in gas cell, incident beam diameter variation
and with various thickness Al filter. The stability of the optimized high harmonic
generation in Ar, Xe are recorded by shot to shot variation analysis. Furthermore,
the high harmonics are generated in Ar by collinearly focusing the fundamental and
second harmonic i.e. (800 & 400) nm in a gas cell and observe the signature of even
order harmonics in Ar. The rotational e↵ect of BBO on the high harmonic in Ar are
also investigated.
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1. Introduction

High harmonic generation (HHG) is a non-linear process in which the laser light of certain intensity is focused on a
target (gas, plasma or solid), as a result the harmonics of odd or even and odd harmonic frequencies of the incident
laser are emitted. In 1977, the first HHG was observed by the interaction of CO 2 laser with the plasma generated
solid targets [21]. The HHG in gases was first generated by the McPherson and colleagues in 1987 [22]. The HH
intensity decreased at low orders, then form a plateau where the intensity of the harmonic remains constant over
many orders [23]. The harmonics of the plateau spanning over hundreds of the eV measured that extended to the
soft X-ray [24].

In the spectrum of HHG the plateau ends up at position abruptly known as HH cut o↵. The harmonic cut o↵
varies linearly with the increase of laser incident intensity till the saturation intensity is reached [25]. By replacing
the atomic species with lighter noble gases, the saturation intensity can be increased but they have the lower
conversion e�ciency. So, for higher brilliance a balance required to be instituted between the saturation intensity
and the target nature depending upon the photon energies required.

HHG depends upon the spatio and temporal profiles of the driving laser field, therefore the harmonics have
similar temporal and spatial coherence properties [26]. The pulse durations of the HH is often shorter than the
driving laser pulse durations, which is due to the non-linear processes such as ionization and phase matching. The
harmonics are produced oftenly in a small temporal window, when the phase matching condition is attained. It
was demonstrated that the high harmonic generation due to the ionization of the generating media is attributable
to the leading edge of the driving pulse [27].

The analytical description of the HHG in gases can be retrieved with the “Three Step Model” which was
developed by P B Corkum [28]. The three-step model can only describe the dynamics of one electron in HHG and
the maximum producible photon energy, which is emitted on the recombination of electron with the parent ions.
This model describes also how the laser parameter can a↵ect the HHG via the pondermotive force but unable to
explain the characteristic spectrum of the HHG. For the spectrum, the quantum mechanical approach must be used,
which was first described by the Lewenstein [29]. For the optimization of macroscopic of HH signal to obtain the
at least half of the maximum possible output signal, the following conditions need to be fulfilled [30]; Lmed > 3Labs

and LC > 5Labs.

HHG has many interesting properties. HHG is a robust mechanism to generate the XUV/soft X-rays in table
top setup. The optical properties of XFEL heated matter was investigated with high order harmonics and showed
temperature dependent electronic structure in warm dense matter [31]. An XUV pump–XUV probe experiment,
which examines the dynamics of a thin-metal layer structure exposed to high-intensity XUV excitation is reported
in [32].

In this lab rotation, the HHG in Ar, Xe and Ne by using an ultrafast high average power laser (coherent Astrella)
with a central wavelength of 800 nm, operating at 1 kHz, pulse duration 45 fs and energy of 7.5 nJ are reported
here. The optimization of the HHG in Ar, Xe and Ne is carried out by pressure scan, focusing position scan in
the gas cell, incident beam diameter variation and using various thickness Al filter. The stability of the optimized
HHG in Ar, Xe are recorded by the shot to shot variation analysis. Furthermore, the rotational e↵ect of BBO on
the high harmonic in Ar are investigated.

The objective of this lab rotation was to optimize the HHG in noble gases and proposed the benchmark for the
future experiments at the VOXEL lab correlated to HHG. The optimized HH can be used to probe the warm dens
matter (WDM) to explore the ultrafast dynamics.

This report is structured as: the experimental setup for the generation of HH and optimization is described,
primarily. The optimized conditions for high harmonic generation, spectral measurements of HH, the pressure scan,
shot to shot stability of HH in Ar and Xe; finally, the rotational e↵ect of BBO on the intensity of HH in Ar is
described in results and discussion section.

2. Experimental setup and optimization of HHG

The schematic of the HHG, foot-print measurements and spectrometer setup for spectral components measurements
is shown in figure 1. The output of the Astrella laser system (7.5 mJ) is sent to 50:50 beam splitter to use only the
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reflected part, energy is controlled by using two irises and is focused in the rear edge of gas cell having dimension of
10 mm diameter and 15 mm long. The Al filter of 464.5 nm thickness of 28.5% calibrated transmission is inserted
to block the near-IR pulses and the HH are directed to the XUV-CCD camera by a flat mirror. The foot-print of
the HH is measured and optimized as shown in the inset figure 1.

The HHG pulses in gas cell are filtered by 464.5 nm and 150 nm Al filter one by one and together as well.
The HH signal after the Al filter are incident at grazing angle (9o) on spherical mirror with a radius of curvature
of 10 m. The focused HH pulses are directed to a grating (1000 lines/mm), which resolves the signal into its
spectral components by an Au coated flat mirror. The distance between the grating and the XUV-CCD (Princeton
Instruments PIXIS-XO 1024B) is kept of 36 cm. The resolved spectral components of HH pulses are imaged on the
XUV-CCD, as shown in inset of figure 1.

Figure 1: Schematic of HHG, foot-print measurements, and Spectrometer setup for the measurement of HHG in
gases at the VOXEL lab. The foot print mirror is flipped only at the foot print (intensity profile) measurements.

3. Results and Discussions

3.1. Optimized conditions for high harmonic generation

The HHG is optimized in Ar, by adjusting focusing position of incident laser pulses in the gas cell, pressure scan from
2 mbar to 20 mbar in gas cell, iris aperture scan, di↵erent Al filter thickness and their combination are calibrated.
The incident laser focus is kept at the exit of the gas cell for optimized HHG. The HHG pulses in gas cell are filtered
by 464.5 nm Al filter. The optimized conditions which obtained from recording the foot-print of HHG in Ar, Ar @
(400 & 800) nm, Xe and Ne gases at gain 3 of CCD which corresponds to one electron per count are listed in table
1. The energy of HH in Ar @ (400 & 800) nm, Xe and Ne are calculated from the spectrometer calibration counts.

Gas P(mbar) Aperture size(mm) HH Photon No. HHE (nJ)

Ar 13.5 8 6.94E+07 2.34
Ar* 7.5 11 4.54E+07 1.53
Xe 3.5 8 6.27E+07 2.12
Ne 15 8 5.97E+05 0.02

Table 1: The optimized conditions for high harmonic generation in Ar, Ar* @ (400 & 800) nm, Xe and Ne
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3.2. Spectral measurements of high harmonics

The spectrum of HHG in Ar, Xe and Ne under the optimized conditions as listed in table 1 is measured by using
the XUV spectrometer. The HHG in Ar are generated by collinearly focusing the fundamental pulses (800 nm)
and second harmonic (400 nm) which are generated in 100 µm thick BBO crystal. Odd harmonics are ascribed to
the fundamental (800 nm) and even harmonic are attributable to the second harmonic (400nm) pulses focused to
the Ar gas in the gas cell. The HH21, HH23, HH25 and HH27 have a higher brilliance when high harmonics are
generated from only near IR (800 nm) and HH25 is the dominant one ) as shown in the figure 2a, while the HH17,
HH19, HH21 and HH23 have higher photon number when generated by fundamental pulses (800 nm) and its second
harmonic pulses (400 nm). The HH21 is dominant in the HH spectrum as shown in the figure 2b.

(a) at 800 nn. (b) at (800 & 400) nm.

Figure 2: High harmonic spectrum normalized to the strongest HH order.

The shifting of peaks and generation of relatively lower order harmonics in Ar when pumped by fundamental
and its second harmonic pulses ascribed to lower energy of the focused incident pulses into the gas cell,attributable
to the lower conversion e�ciency of BBO crystal. Furthermore, the contribution from the long trajectories results
in a small HH signal, because they lead to a short coherence length Lc compared to the short trajectories. The high
harmonic spectrum in Xe and Ne under the optimized conditions is shown in figures 3a and 3b, respectively. The
HH19 and HH37 are dominant in Xe and Ne generated high harmonics, respectively. The energy of the harmonics
calculated from the spectrometer is 5.44 times smaller than that the CCD measurements. The throughput of our
spectrometer is 18.4%.

(a) in Xe. (b) in Ne.

Figure 3: High harmonic spectrum normalized to the strongest HH order.

3.3. Pressure and stability scan of high harmonics in Ar and Xe

The high harmonic intensity of Ar and Xe for each HH order is recorded by using the spectrometer setup for
di↵erent gas cell pressure under the fixed experimental conditions such as pulse energy, beam diameter, focusing
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lens position and focusing position of the laser pulses in gas cell. The behavior of normalized integrated photon
number variation with di↵erent gas cell pressure for Ar (figure 4a) and Xe (figure 4b). At higher pressure in the gas
cell the intensity of the HH are low which attributable to mainly phase matching conditions are not fulfilled. The
other factor of lower intensity is due to the ine�ciency of the vacuum system to extract leaked Ar and Xe gases
from the gas cell.

(a) in Ar. (b) in Xe.

Figure 4: Pressure scan of the integrated signal per HH order.

The HH beam stability is important in terms of wave front and intensity from shot to shot to confirm the
repeatability. The intensity stability of high harmonic generation in Ar under optimized pressure (13.5 mbar) and
in Xe (@ 8 mbar) is recorded for the integration time of 50 ms shown in the figures 5a and 5b. The di↵erent HH
orders exhibit the collective behavior of rise and fall in intensity at certain time step for Ar and Xe. Such behavior
might be ascribed to the incident laser intensity fluctuations which a↵ect the HHG process. The fluctuations in
shot to shot is smaller for lower order HHs while its higher for the high HH orders. This results smaller standard
deviation for HH orders with longer wavelength. The variation in integrated count number per harmonics from
shot to shot have the approximate same pattern as shown in the figure 5.

(a) in Xe. (b) in Ne.

Figure 5: Shot to shot stability of HHG.
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3.4. Rotational e↵ect of BBO on high harmonics in Ar

To record the e↵ect of second harmonic collinearly with the fundamental incident laser pulses on the high harmonic
generation phenomena in Ar, a 100 µm BBO used to generate the second harmonic (400 nm) is focused on the Ar
filled gas cell. The e↵ect of the BBO rotation on the relative normalized count number at the optimized condition is
investigated, as shown in figure 6. The maximum number of photons or intensity of each harmonic order is observed
at ‘0’ position of BBO in the rotational mount and falls as rotate further either in clock wise or anticlockwise.

Figure 6: The Variation of integrated signal per HH order as a function of BBO rotation in Ar.

In this work, we have generated high harmonics in Ar, Xe and Ne by focusing the 800 nm, 1 kHz, 45 fs pulses
in a 15 mm long gas cell. We also observed high harmonics in Ar by focusing fundamental and second harmonic
pulse in gas cell. The foot-print of the high harmonics is recorded and optimized by employing the XUV-CCD
(Princeton Instruments PIXIS-XO 1024B). The optimization of the high harmonics is carried by changing the
focusing geometry, focusing position in the gas cell, incident laser beam diameter, and at di↵erent pressure in the
gas cell. The XUV spectrometer is setup to record the spectrally resolved HH orders in spectrum of Ar, Xe and Ne
gases. The e↵ect of BBO rotation on the high harmonic orders is investigated, which shows the intensity dependence
of high harmonic orders on it. The shot to shot stability of HHG in Ar and Xe shows that the instability is higher
at the high order harmonics.
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Abstract.
During the lab rotation that has been carried out at the Plasma Engineering Labor-

atory (PEL) of N-PRiMe group at IPFN we have taken part in many experiments
concerning both synthesis and analysis of graphene sheets. In this report we attempt
to summarise the main results we obtained. Optical emission spectroscopy was per-
formed on pure Ar plasma and on a Ar-CH4 plasma at atmospheric pressure in order to
analyse the atomic species excited by the plasma. Also, we have carried out scanning
electron microscopy (SEM) measurements to analyse and compare the morphological
structure of graphene produced in di↵erent thermodynamic conditions. Plasma tem-
perature has been measured using the Boltzmann plot technique applied to the OH-

rotational emission spectrum.
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1. Introduction

In recent years, due to their electrical, mechanical, optical and chemical properties, graphene and doped graphene
nanostructures have become more and more important and have drawn the interest of both academia and industry.
The number of potential applications of graphene is really huge and ranges from optoelectronic to bio-engineering.
Lately, increasing attention has been paid to heteroatoms doped graphene[33]. In particular, N doped graphene
seems to be a promising material as electrode in batteries and supercapacitors[34], providing at the same time large
capacity and high charge-discharge rate. Graphene quantum dots (GQD), small graphene fragments of a size less
than 20-30 nm [35] with pronounced quantum confinement e↵ects, show interesting photoelectric properties [36]
which, coupled with low toxicity, high solubility in various solvent and carbon abundant availability, make GQD
much more desirable for many applications compared with inorganic semiconductors quantum dots.

Graphene is made of sp2 hybridized carbon atoms arranged in a two-dimensional hexagonal crystal lattice and its
performances crucially depend on its structural characteristics [37] (e.g. defects, distribution of impurities, number
of monolayers, presence of sp3 carbons etc) and, therefore, on its fabrication method [38]. The reported methods
for graphene synthesis can be divided into ’top-down’ or ’bottom-up’ approaches. Two examples of the ’top-down’
strategy are the mechanical exfoliation of highly oriented pyrolytic graphite and the thermal reduction of graphene
oxide. Bottom-up approaches include epitaxial growth and chemical vapour deposition. Nevertheless, a method
that has been proved to be promising for an e�cient large scale production of graphene derivatives is the microwave
plasma-based process [37, 38].

Therefore, in the Plasma Engineering Laboratory (PEL), pristine graphene and N doped graphene are being
produced using microwave plasma-based methods [38, 39, 40]. For highly oriented pristine graphene synthesis Ar and
a carbon based precursor are injected in a quartz tube at atmospheric pressure and plasma is generated and sustained
in the tube by microwave surface waves. In this type of reactor, plasma electrons dissociate the precursor and play
a catalytic role for the growth of several carbon allotropes. The main advantage of this technique is that, since the
plasma provides both an highly reactive environment that causes the precursor dissociation and the thermodynamic
conditions that allow nanostructure assembling, there is no need to add catalysts in the system [41]. This results
in a less toxic environment and in highly stable and reproducible processes [37]. Furthermore, microwave discharge
based reactors are electrodeless: even if large power densities are injected in the reactor there is no electrode that has
to be regularly replaced after being damaged by the plasma. Therefore, microwave based reactors, which can work
as continuous-flow systems and can manufacture high quality graphene in a reproducible and clean manner, are very
promising for low-price large-scale fabrication of graphene. To achieve this goal is very important to investigate the
strong correlations between the plasma features and material properties. Thermodynamic properties of the plasma
should be carefully tailored to obtain a high yield of graphene with the desired characteristics [42].

2. Synthesis of pure graphene: setup description

Since the main objective of PEL is to optimize the production of graphene and its derivatives at large scale, along
with the PEL team I have been involved in the commissioning of a microwave plasma torch developed for that
purpose. This setup is close to the one described in [37, 41, 42, 43, 44]; Fig.1 provides a simplified schematic of
the setup. A magnetron, controlled by a high voltage generator, produces microwaves at 2.45 GHz. The output
of the magnetron is connected to a circulator which shields the generator by absorbing the reflected power coming
back from the line. Beyond the circulator, microwaves propagate in a rectangular metallic waveguide coupled with
a surfatron: this device is a surface wave launcher that creates a wave propagating along the interface between the
plasma and the quartz tube surrounding it. In other words, the surfatron [44][45] transform the electromagnetic
mode propagating in the waveguide (TE10 with the electric field parallel to the quartz tube) into a surface wave
propagating in the quartz tube attached perpendicularly to the waveguide. Surface waves sustain the plasma that
can thus propagates outside the metallic waveguide into the quartz tube. The system allows to tune the impedance
of the line in order to reduce at the minimum the reflected wave and to assure high power in the centre of the quartz
tube. This tube has been specifically designed in order to foster graphene production [38]: the cylindrical tube has
an expanding radius that promotes the departure from the supersaturation condition and therefore the growth of
those carbon nanoparticles that have already reached the critical size for graphene nucleation rather than promoting
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the nucleation of new nanostructures. Moreover, this tube configuration gradually reduces the flow velocity, thus
increasing the precursor particle dwelling time in the plasma and, consequently, the time in which plasma acts as
a catalyst for the starting precursor dissociation processes and for the nanoparticle assembling phase[41].

Both Ar and precursor fluxes are precisely regulated by means of a MKS247 controller connected to flux meters.
The plasma is generated downwards and the graphene particles are collected in three di↵erent containers. To
enhance the graphene sheets yield a tornado type Hurricane Cyclone System [38] has been used to gather particles
in the second container. The exhausted products are then forced to flow in a fourth vessel filled with water in order
to collect those particles that couldn’t be captured before.

Figure 1: Schematic representation of the microwave plasma setup used during the lab rotation to produce graphene.

3. Results and discussion

3.1. Material characterisation

Several experiments have been performed using methane as precursor. We have set the Ar flux at 1200 sccm and
the generator power at 2 KW. The experiment has been repeated several times changing in each run the methane
flow. At the end of each run, graphene particles have been collected from all the four containers and separately
analysed with a Scanning Electron Microscope (SEM). The goal of this analysis is to monitor the reactor output in
order to optimise both the setup and the synthesis procedure to increase the graphene production yield over other
morphologies. Here we present a preliminary analysis of the samples we have collected; in particular, in Fig.2 we
show some of the di↵erent carbon morphologies we have observed so far. In Fig.2a tile and cluster particle like
structures are shown. The tiles in the first structure are made of carbon nanosheets: one or few layers graphene
is likely to be found here. Fig.2b shows the typical curl/wavy morphology of graphene sheets mixed with particle
like morphologies. It is worthy noticing that Fig.2a and Fig.2b have di↵erent scales; therefore, the sheet like and
particle like structures can be observed mixed in di↵erent proportions and at di↵erent scales. Moreover, even the
dimensions of these structures can have a wide range of sizes: for instance, Fig.2c shows a structure which has the
morphological characteristics of graphene with a quite large surface (⇡ 0.2 µm

2 ) compared to the surrounding
structures. By monitoring the morphology and particle size of the reactor products it is then possible to taylor the
plasma properties and to perfect the setup in order to improve the features of the produced graphene.

3.2. Plasma characterisation

While the reactor was running we have monitored the plasma by acquiring some emission spectra before and after the
precursor was introduced in the Ar plasma. By eye, a pure argon plasma shows a typical white-blueish filamentous
structure; when the precursor is introduced in the reactor the plasma behaviour is characterised by repetitive bursts
that are propagating from the top of the plasma towards the bottom. These bursts come with a green light (due to
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(a) Tile and particle like structures. (b) Graphene sheets mixed with other carbon allotropes and

morphologies.

(c) Big carbon structure (marked with a yellow circle).

Figure 2: SEM images of the solid products obtained out of CH4 processed by Ar plasmas

the Swan band emitted by the molecular carbon) and, at their far end, a yellow-reddish flame probably due to the
Black Body emission of the solid carbon particles being produced. We have collected the plasma spectral emission
using an optical fiber placed at about 5 cm from the launcher; the optical fiber is connected to a Jobin-Yvon Spex
1250 spectrometer coupled to a photomultiplier. We have calibrated the spectrometer using the peak at 546,075
nm of a Hg lamp. We have acquired a ’background’ spectrum when the reactor is o↵: when no plasma is produced
there is no appreciable signal that enters the optical fiber at any wavelength in the range from 370 nm to 770 nm.
The background spectrum is therefore flat.

Fig.3 shows the spectrum of a pure Ar plasma (at atmospheric pressure). Peaks have been determined referring
to NIST database [https://www.nist.gov/pml/atomic-spectra-database]. In Fig.4, the spectrum of Ar plasma with
a 20 sccm flux of CH4 is shown. By comparing the two spectra it is possible to notice that they are similar to each
other: the only appreciable di↵erence between them is the presence, in Fig.4, of the Swan band of the molecular
carbon. It is important to mention that the intensity response of the photomultiplier has not been calibrated; as a
rule of thumb, we know that, at 550 nm, the photomultiplier response is about two times that at 370 nm and seven
times the response at 770 nm.

Almost all of the peaks of the plasma come from Ar ions. However, there is a couple of structure we didn’t
manage to identify, both around 550 nm. There is a bright peak at 546.2 nm that we cannot attribute to any
atomic emission. This peak seems really close to the Hg one coming from room lamps but we didn’t have it in the
background spectrum. Furthermore, beside this peak, there is a broad structure that seems to be molecular.
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Below the peaks, approximatively in the region between 450 nm and 700 nm, it is possible to observe a continuum
spectrum coming probably from thermal bremsstrahlung and Black Body emission.

Figure 3: Emission spectrum of a pure Ar plasma Figure 4: Emission spectrum of Ar (1200 sccm) and CH4

(20sccm) plasma

4. Estimation of the plasma temperature by using the rotational spec-

trum of OH-

In the lab, a reliable and reproducible microwave plasma based procedure for the production of a fair amount of
high quality graphene and N doped graphene has been developed during the past years [38]. Graphene is commonly
produced in a dedicated setup where Ar plasma is used to process ethanol. Ethanol is injected in the plasma
through the so called ’bubbling method’ [41]. The setup is close to the one described in sec.2. . In addition, an
in-situ annealing process is applied for oxigen reduction [37] and a UV treatment in the post-plasma zone is applied
to break sp3 C bonds, increasing the sp2/sp3 ratio. [37]. As mentioned in sec.1. , controlling the thermodynamic
conditions of the plasma and, in particular, the temperature, is very important to achieve an optimal control on
the graphene production.

We have measured plasma temperature using the method known as ’Boltzmann plot’ [43, 44, 46, 47, 48] while
producing graphene in the setup mentioned above. This method assumes that Local Thermal Equilibrium (LTE)
conditions are satisfied and, in particular, that the rotational temperature [49] is equal to the gas temperature. The
temperature measured with this technique is an average over space (plasma column) and over time; if plasma is
not stable particular care should be devoted to measurement timing. Considering a Boltzmann distribution of the
atomic population, the intensity emitted due to spontaneous emission can be written as:

Irot = aAj
hc

�j
e
� Ej

kTrot

where c is the light speed, h the Planck’s constant, k the Boltzmann constant, a is a constant which mainly depends
on the geometry of the experimental configuration and on the response of the photomultiplier, Ej is the energy
of the excited level, �j is the wavelength of the transition and Aj is the decay probability of level j. The formula

can be understood if we consider that hc
�j
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from which we see that the angular coe�cient of this straight line is inversely proportional to the rotational
temperature of the transition.

In our measurements we are considering the rotational spectrum of OH - whose Aj coe�cient are well known.
The considered transition is A2⌃+

, ⌫
0
= 0�X

2⇧i, ⌫
00
= 0 (see Fig.5). A and X refer to the first electronic excited

state and the ground state respectively. Symbols that follow refer to the notation: 2s+1⇤p
�, where s is the total

electron spin about the internuclear axis, ⇤ is the total electron orbital momentum around the internuclear axis, p
is the parity of the molecular wavefunction and � is the symmetry of the molecular orbital [50].

Figure 5: Schematic showing electronic, vibrational and rotational energy levels in a molecule. Rotational levels
have smaller energies (about 0.001 eV) compared to the vibrational ones

We have produced graphene introducing in the plasma reactor 1200 sccm of Ar and 120 sccm of Ar and ethanol
through the ’bubbling method’. We have acquired the plasma emission by positioning an optical fiber close to the
reactor at about 2.5 cm from the launcher. The spectrometer grating has been calibrated as in sec.2. ; also, we have
calibrated the photomultiplier intensity response. We have set the integration time for each acquired wavelength
equal to 0.5 s.

In Fig.6 a plasma emission spectrum is shown. Peaks whose transition probabilities Aj are precisely known have
been considered for temperature measurements and are marked with red squares in the plot. The Boltzmann plot
is shown in Fig.7. The measured temperature is around 1240 K; as previously mentioned, since the LTE condition
is not always satisfied, we expect an error on the plasma temperature of about 10% [46].

5. Conclusions

In our lab rotation we have had the possibility to observe and to perform several experiments. We have learned
di↵erent techniques to control the plasma and to analyse the solid products obtained with a microwave plasma
assisted method.

In this report, we have introduced the main features of the microwave plasma torch setup used by the N-
PRiMe group to fabricate graphene and N doped graphene. Also, a preliminary analysis of the plasma and the solid
products obtained during the commissioning of a microwave plasma setup have been presented. The plasma has been
characterised through optical emission spectroscopy and the solid samples have been analysed by means of a scanning
electron microscope. We have identified structures with the morphological characteristics of graphene mixed with
’particle-like’ ones. Di↵erent morphologies have been found mixed together at di↵erent scales. Furthermore, we
report the observation of a particle with a vast surface area (about 0.2 µm).
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Figure 6: OH- acquired spectrum. Red squares point at the peaks selected
for temperature measurements

Figure 7: Boltzmann plot referring to the spectrum shown in Fig. 6

Plasma temperature has been estimated by means of the Boltzmann plot technique: the value obtained at 2.5
cm from the launcher is 1240 K.

Acknowledgements

We acknowledge prof. E. Tatarova and J. Henriques for giving us the possibility to conduct our Lab Rotation in
the Plasma Engineering Laboratory and for their constant support. We thank all the PEL sta↵, and, in particular,
E. Felizardo and N. Bundaleska for their invaluable assistance.

This work was funded by the Portuguese FCT-Fundação para a Ciência e a Tecnologia and PEGASUS Project
of Horizon2020 FET-OPEN.

43



CHAPTER 5. MICROWAVE PLASMAS GRAPHENE SYNTHESIS, RUGGERO GIAMPAOLI

References

[33] Jixin Zhu et al. ‘Graphene and graphene-based materials for energy storage applications’. In: Small 10.17
(2014), pp. 3480–3498.

[34] Yangyang Wen et al. ‘Heteroatom-doped graphene for electrochemical energy storage’. In: Chinese science

bulletin 59.18 (2014), pp. 2102–2121.

[35] Mitchell Bacon, Siobhan J Bradley and Thomas Nann. ‘Graphene quantum dots’. In: Particle & Particle

Systems Characterization 31.4 (2014), pp. 415–428.

[36] Shoujun Zhu et al. ‘The photoluminescence mechanism in carbon dots (graphene quantum dots, carbon
nanodots, and polymer dots): current state and future perspective’. In: Nano Research 8.2 (2015), pp. 355–
381.

[37] E Tatarova et al. ‘Microwave plasmas applied for the synthesis of free standing graphene sheets’. In: Journal
of Physics D: Applied Physics 47.38 (2014), p. 385501.

[38] E Tatarova et al. ‘Towards large-scale in free-standing graphene and N-graphene sheets’. In: Scientific reports

7.1 (2017), p. 10175.

[39] E Tatarova et al. Atmospheric Pressure Plasmas: Processes, Technology and Application. Ed. by Margaret
Parker. Nova Science Publishers, 2016. Chap. Microwave Plasmas Applied for Synthesis of Free-Standing
Carbon Nanostructures at Atmospheric Pressure Conditions.

[40] A Dias et al. ‘Production of N-graphene by microwave N2-Ar plasma’. In: Journal of Physics D: Applied

Physics 49.5 (2016), p. 055307.

[41] J Henriques et al. ‘Microwave plasma torches driven by surface wave applied for hydrogen production’. In:
international journal of hydrogen energy 36.1 (2011), pp. 345–354.

[42] D Tsyganov et al. ‘On the plasma-based growth of ‘flowing’graphene sheets at atmospheric pressure condi-
tions’. In: Plasma Sources Science and Technology 25.1 (2015), p. 015013.

[43] Dias A. Microwave Plasmas Applied For Graphene Synthesis. Master thesys, 2013.
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Abstract.
Study and optimization of the pulse broadening technique are the main topics of this

work. Spatial and temporal characterization of a beam propagation were developed
using generalized ABCD matrix formalism. A split-step method was applied to predict
the spectral broadening of a (ultrashort laser pulse) after interaction with material.
Experimental work was carried with no significant broadening observed for singular
plate configuration and a factor of 1.6 increase for multi-plate geometry was obtained.
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1. Introduction

Ultrashort laser pulses have found a great variety of applications in science and technology. They have been employed
in fields such as femtochemistry and -biology, laser micromachining, high-speed communication, metrology, or time-
resolved spectroscopy in any type of matter [51, 52]. In particular, some applications require pulse durations of
only few optical cycles, like attosecond metrology, ultrafast current switching in dielectrics or extreme ultraviolet
high-harmonic spectroscopy of solids and these type of laser pulses can be routinely reached with amplifier systems
[53]. However, these systems usually operate at high peak power (GW level) but low average powers (< W) and
repetition rates (< 10 kHz). For example, Titanium doped sapphire (Ti:Sa) lasers hve been exploited to generate
few-cycle pulses [54] at MHz repetition rates due to their broad gain bandwidth. However, Ti:Sa oscillators can only
be operated at several Watts of average power and sub-µJ pulse energies [55], and therefore, not being suited for
the next generation of femtosecond technology which targets up-scaling of both average and peak power [56]. This
would for instance allow better experimental conditions with higher stability conditions and faster data acquisition
rates.

Nowadays, three types of lasers compete for reaching new records in combining peak and average power. These
are fiber [57], innoslab [58] and thin-disk [56] technologies. Nevertheless, direct few-cycle pulse generation from any
power-scalable laser system is not easy to achieve and hence external spectral broadening and pulse compression is
necessary to reach the ultrashort pulse regime.

In the current state-of-the-art, first sub-10 fs pulses have been generated by means of spectral broadening in
the solid-core fiber and subsequent compression of the chirped pulses [59]. This method was also successfully
employed in high power architectures, resulting in compression of pulses from a sub-ps oscillator mode-locked with
a semiconductor saturable absorber mirror (SESAM) to about 30 fs, sub-20 fs from a Kerr-lens mode-locked (KLM)
oscillator and sub-25 fs pulses at 250 W of average power from a fiber amplifier system [60]. However, despite
the success in scaling to high average power, this method is incompatible with high peak power systems due to
the critical self-focusing [61]. Using the well known technique of chirped pulse amplification, peak power scalable
spectral broadening became also a topic of intense research. Rolland and Corkum proposed perhaps the simplest
broadening technique which is focusing intense light into a bulk plate such that the critical self-focusing length
exceeds the physical length of the nonlinear medium [62]. Although the study accomplished a pulse compression
from 92 fs to 19 fs and was followed by several theoretical papers discussing the method [63], the power e�ciency of
only about 4 % made the method unattractive for practical use. In 2000, Milosevic et al. explicitly evaluated the
strengths and weaknesses of pulse broadening and compression in bulk media [64] using coupled-mode theory to
analyze the spatial losses and found that broadening in solid material can only be made e�cient if the peak power
is much lower than the critical power of the material. These reports, referring to single-plate broadening, have been
disclaimed by Lu et al. [65] who e�ciently broadened ultrashort pulses with GW peak power level.

This report is structured in the following way: First we calculate the parameters that influence the broadening
performance. A matrix based analytical approach is used to derive the spatial and temporal evolution of the
beam inside and outside of the bulk material. Next, a simulations based on split-step method is used to predict
the spectral broadening. An experimental campaign was conducted as an attempt to benchmark the theoretical
predictions. Finally, all results are summarized and conclusions on the applicability of bulk broadening are drawn.

2. Theory of bulk material

To broaden a pulse filamentation is required, and the initial stage of filament formation is a result of the intensity-
dependent refractive index: n = n0 + n2I, where I is the intensity,n0 is the linear refractive index. The nonlinear
refractive index, n2, is related to the third-order (cubic) optical susceptibility of the material and which is positive, in
the near-IR, in the transparency range of dielectric media. The induced change of the refractive index is proportional
to the local intensity and thus is higher at the center of the beam and lower at the edges. Therefore the material acts
like a lens, which enforces the beam to self-focus. For a cylindrically symmetric Gaussian beam the self-focusing
threshold is defined by the beam critical power

Pcr =
3.72�2

8⇡n0n2
(1)

46



APPLAuSE Review Letters 2018

where � is the laser wavelength; that is the power, for which the e↵ect of self-focusing precisely balances the
di↵ractive spreading of the beam. Spectral broadening in bulk material is not limited by the critical power. The
beam collapse can be avoided if the length of the medium is smaller than the critical self-focusing length zsf which
is approximately:

zsf =
0.367zRp

[(P/Pcr)1/2 � 0.852]2 � 0.0219
(2)

Here zR = ⇡n0�
2
0/� denotes the Rayleigh (di↵raction) length of the input Gaussian beam of a focus �0.

Assuming a 1 µm wavelength, the maximum critical power for solid materials is MW-level (5.9 MW for CaF2

and 3.3 MW for Sapphire) and thus far below the peak powers of amplifier systems or the latest mode-locked
oscillators.

We compute the beam waist necessary to reach the optimal intensity (I0) using critical power (Pcr) and double
of the critical power for two materials used for broadening. For these calculations, we consider a 400 fs Gaussian
beam at central wavelength 1030 nm of pulse energy 1.0 mJ operating at 10 Hz. Using Eq. 1 and plates of 4 mm,
2 mm and 1 mm we present the results in Table 1.

Pcr 2Pcr

Thickness (mm) 4 2 1 4 2 1

�CaF2 (µm) 334 236 167 236 167 118
�Sapph (µm) 450 318 225 318 225 159

Table 1: Calculated beam waist necessary to reach optimal intensity for critical power and double of the critical
power. The minimum damage threshold waist for the CaF2 and Sapphire are calculated to be 86 µm and 114 µm,
respectively.

3. Matrix formalism

3.1. Spatial and temporal description

We proceed with the description of beam parameters modification (temporal and spatial) after the laser-material
interaction. In the ray-pulse matrix treatment the 4 ⇥ 4 matrices are used describe the time and space-varying
beam propagation. The matrix relates the output and input of the transverse coordinate x, the propagating angle
✓, the group arrival time t, and the frequency shift f as:

2

664

x

✓

t

f

3

775

out

= M

2

664

x

✓

t

f

3

775

in

The formalism works within the Gaussian approximation by keeping terms up to second order in powers of x
and t. The only elements that combine spatial and temporal e↵ects are the dispersive ones, i.e., the prisms, but
this is not the considered case and the matrix is reduced to two 2 ⇥ 2 diagonal blocks as

M =

2

664

A B 0 0
C D 0 0
0 0 K I

0 0 J L

3

775

The purely spatial part of the matrices is the well-known ABCD matrix. The temporal part stresses the spatial-
temporal analogy and we use the letters KIJL to describe the entrance elements. The block separation helps to
simplify the calculations, but it does not imply that spatial and temporal variables are decoupled. The coupling
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comes from the non-linearities in the rod through the energy of the pulse. If the o↵-diagonal blocks are zero, then
the pulse can be described by a product of the temporal and the spatial Gaussian as

E(t) =

✓
U

⌧�2

◆1/2

exp(�ikr2/2q) exp(�ikt2/2p).

with

1

q
=

n

R
� in�

⇡�2
(3)

1

p
=

1

k

@
2
�

@t2
+

in�

⇡⌧2
(4)

where n is the refractive index, � is the central wavelength, R is the phase-front radius of curvature, � is the
beam size, ⌧ is the pulse width, U is the energy, and � is the phase. After a system is crossed with a matrix defined
by the ABCD and KIJL blocks, the output pulse results, with parameters qout and pout given in terms of the input
parameters qin and pin by

qout =
Aqin +B

Cqin +D
(5)

pout =
Kpin + I/�

�Jpin + L
(6)

For the spatial treatment, taking into account the Kerr lens e↵ect, we define the propagation matrix as

M1 =


A B

C D

�
=


1 0
C 1

�

where

Re(C) = �4n2UL

⌧�4

✓
2

⇡

◆3/2

, (7)

L being the rod thickness. In Fig. 1 we show the predicted laser beam waist after a propagation through 5 bulk
mediums with di↵erent thicknesses. The separation distances are derived allowing the beam size to recover in air
returning to similar values calculated in the previous section (Table 1). The compiled results are presented in Table
2. The Sapphire plate thicknesses used in this simulation are 4mm, 2mm, 2mm, 1mm and 1mm from left to right
respectively.

Spacing between plates (mm)

1 to 2 2 to 3 3 to 4 4 to 5

12 7 3.5 15

Table 2: Retrieved distances between plates for a 5 plate system. Red lines indicate the position of the Sapphire
plates. Thicker plates (4mm) are placed first and thinner(1mm) last. The final configuration being 4-2-2-1-1.

A similar approach was used in attempt to predict the time change and the pulse spectral broadening of a laser
beam crossing a bulk material. With the submatrix KIJL given by

M2 =


K I

J L

�
=


1 I

J 1

�

where I is the group-velocity dispersion (GVD) and the self-phase modulation (SPM) is given by

J =
4n2UL

�⌧3�2

✓
2

⇡

◆3/2

. (8)
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Figure 1: Simulated beam waist propagation through 5 Sapphire plates. Kerr lensing and divergence are the
only e↵ects taken into consideration. Thicker plates (4mm) are placed first and thinner(1mm) last. The final
configuration being 4-2-2-1-1.

Although the result was qualitatively correct, our simplified model rod overestimated the non-linearity and we
could not benchmark, so far, the simulation results with reported data presented in the literature. Nevertheless,
a matrix formalism has been presented that takes into account the most important features of non-linear laser
material interaction.

4. Split-step method for time domain

Due to the lack of success in using the matrix approach to predict the spectral broadening, another numerical
method was implemented. The split-step method is well-known to numerically describe the solutions, of the self-
phase modulation equation, of the pulse propagation in a bulk material. It consists in considering firstly only the
linearities in the equation by discrete Fourier transformation and then secondly only the nonlinear terms.

While the construction of such split-step Fourier methods (SSFM) is very well established for di↵erent physical
processes and materials, namely optical fibers [66], the topic of how to describe the interaction with thin bulk
material has received little attention. Here, we constructed a numerical code that is able to predict the pulse
temporal and spectral broadening after crossing thin slabs of material.

The simulated input and output spectra are showed in Fig. 2a-2b. We show the results for two time durations,
in particular a 200 fs pulse and a 400 fs pulse. Both pulses have 1 mJ of energy and 1.03 µm of wavelength. The
simulated material is a Sapphire rod of 1 cm of thickness (equivalente of the 5 plates from the previous section)
with a non-linear index of n2= 2.8 ⇥ 10�20 W/m2.

We observe higher broadening for the 200 fs pulse, due to the increase of the non-linearity. We predict an
approximately 30 times increase of the bandwidth in this case and a 15 times in the case of the 400 fs pulse
duration.

Furthermore, the whole evolution along the thickness of the material rod can be visualized in Fig. 3a and Fig.
3b. Comparable results were obtained in previous work [67] which confirms the accuracy of the developed code.

Moreover, it is not enough to increase the available bandwidth of the pulse, it is also important to maintain the
current time duration. The two regimes simulated show that for long pulses (400 fs, Fig. 4b), 1 cm of material
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(a) Input spectra and output spectra of a 200 fs pulse. (b) Input spectra and output spectra of a 400 fs pulse.

Figure 2: Spectral comparison between initial and final pulse after 1cm Sapphire interaction.

(a) Spectral evolution of a 200 fs pulse. (b) Spectral evolution of a 400 fs pulse.

Figure 3: Spectral evolution inside the material of two di↵erent time scale pulses. Shorter pulses present higher
broadening ratio.

(a) Temporal evolution of a 200 fs pulse. (b) Temporal evolution of a 400 fs pulse.

Figure 4: Temporal evolution inside the material of two di↵erent time scale pulses. Shorter pulses present higher
temporal dispesion.
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generates low dispersion, while for shorter pulses , Fig. 4a the GVD is significant and broadens temporally the
incident pulse.

5. Experimental setup and results

Experimental work was conducted in order to confirm the simulated results. The output of a regenerative amplifier
is used which delivers laser pulses with ⇡ 400 fs, 1.5 mJ at 10 Hz. The IR pulses are focused on di↵erent material
by using 150 cm focal length . The schematic of the pulse broadening technique with only two plates is shown in
the figure 5a.

(a) (b)

Figure 5: Schematic of multiple plates pulse broadening setup.

Several architectures were tested. In order to find the ideal beam size position a camera was used to scan the
waist. Singular plate broadening was attempted using plates of Sapphire and CaF2 ranging from 4 mm to 1 mm
placed in di↵erent focal spot without damaging. No significant broadening was observed even though the critical
power was surpassed.
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(a) Input pulse
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(b) Output pulse

Figure 6: Measured multi-plate broadening of the laser pulse. Total thickness summing to 2.5 cm of material. A
broadening factor of 1.6 was retrieved.

To continue the campaign, a multi-plate broadening geometry was implemented. The first plate was placed at
the corresponding position where the maximum broadening is observed. It was shown that the transmitted beam
focuses after the first plate, and taking this into account the next plates were placed according to the simulations,
with separations ranging from several mm’s to 1 cm, avoiding optical damage.

The comparison between the input and output beam can be visualized in Figure 6a and 6b. An increase by a
factor of 1.6 is observed when all of the plates are used, in total 2.5cm of bulk material. The bandwidth stretches
to 8 nm starting from 4.95 nm. The measured e�ciency of this process is of over 60% when the used plates are
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placed in the Brewster angle. The results are not what it is expected and optimization was performed but without
significant success.

6. Conclusion

The goal of the laboratory work was to investigate the feasibility of a simple pulse broadening stage applied to the
a ultrafast laser. E�cient and scalable broadening was expected using multi-slab approach. In order to achieve
this, a beam propagation routine based on Kerr lens e↵ect was developed using the ABCD matrix method. A
similar approach was used for temporal domain, not achieving the same accuracy. Moreover, spectral broadening
equations were solved using split-step method, achieving comparable to literature results. An experimental setup
was constructed in order to observe the broadening e↵ect in singular and multi-slab regime. No conclusive results
were retrieved so far. A maximum broadening by a factor of 1.6 was achieved, far below the expected value. The
possible reasons behind these findings could be the oversimplification of the model by not considering other e↵ects
and imperfect experimental conditions. Future work must be carried on to fully understand the dominating e↵ects
in the process.
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Abstract.
DEMO is a proposed nuclear facility that aims at bridging the gap between ITER

and the first commercial fusion power station. The diagnostics components of DEMO
will face a harsh neutron and gamma radiation environment during the operation of
DEMO, which can damage their materials. Thus a study for the long-term durability
of these components is mandatory. MCNP6, which is the accepted code for nuclear
analysis of ITER and DEMO, was used to perform a study on the long-term durability
of these components. In this paper we perform an assessment of the irradiation condi-
tions, by estimating quantities such as neutron and gamma fluxes, energy deposition,
and displacement per atom (DPA). A complete assessment of the long-term durability
of the diagnostics components requires a complex, multidisciplinary study, which is not
in the scope of this study.
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1. Introduction

DEMO (DEMOnstration Power station) is a proposed nuclear power station which aims at bridging the gap between
ITER and the first commercial fusion power station. DEMO is scheduled to operate during 20 calendar years (CY)
with 30% of average availability, which equals to 6 full power years (FPY) [68]. This operation time will have 2
phases: 5.2 CY (1.57 FPY) in the first phase and 14.8 CY (4.43 FPY) in the second phase, the blanket modules will
be changed between the two phases. The diagnostics systems of DEMO have not been decided and are still under
study. In the current design stage, the assessment of the long-term durability of the DEMO diagnostics components
is mandatory, since the components will face a harsh neutron and gamma radiation environment during the operation
of DEMO which can damage their materials.

This study aims at assessing the irradiation conditions through the estimation of quantities such as neutron
and gamma fluxes, energy deposition, and displacement per atom (DPA), defined as the number of times that an
atom is displaced for a given fluence (total integral over time of neutron flux density), following the guidelines from
EUROFUSION[68].

MCNP6 (Monte Carlo N-Particle 6) [69] is the accepted code for nuclear analysis of ITER and DEMO. The
DEMO 2017 neutronics reference model, used in this work to perform the simulations with MCNP6 code, is shown
in Fig. 1. To do the analysis on the diagnostics components, an opening in the blanket was introduced and a
dummy antenna, which represents the diagnostics component, was added to the opening. These two parts (opening
and antenna) are the focus of this study.

The objective of this study is to learn the tools and methods to assess the durability of the diagnostics components
of DEMO by calculating DPA in the simplified antennas. In this paper, swelling is chosen as an example to show
the e↵ect of the DPAs on the mechanical properties of the materials. Other e↵ects of neutron irradiation, such as
conductivity changing, hardening, embrittlement, etc. are not in the scope of this study.

2. Methodology

2.1. Basic Geometry

This study started with the implementation of a simple geometry, materials, and the introduction of tallies and
mesh tallies (detectors) to obtain the output quantities that we want to assess (neutron and gamma fluxes, energy
deposition, and DPA), following the MCNP6 User’s Guide [2].

2.2. DEMO 2017

The next step was to introduce an opening in one of the blankets (in the low-field side at the equatorial level) of
DEMO 2017 neutronics reference model shown in Fig. 1. An “antenna”, which geometry has been simplified to a
cylindrical pipe with 2mm thickness. Three di↵erent diameters were tested for the opening (no opening, 5cm, and
10cm). After introducing the opening and the antenna, the displacement cross-section of stainless steel (SS-316
and EUROFER) were applied to the cell flux for the calculation of DPA and compare the irradiation e↵ect on both
materials.

3. Results and Discussion

3.1. Basic Geometry

The geometry shown in Fig. 2 is composed by a combination of basic planes to form the surfaces of the cells of the
system. Materials are assigned to the cells and the e↵ect of neutron irradiation from an extended isotropic source
(cell 1), which enclosed by graphite tube (cell 2), in shield (cell 4 to 8) material of water, BeO, iron, and lead has
been simulated and analyzed. Fig. 3 shows the neutron flux distribution and Fig. 4 shows the comparison of the
total neutron fluxes with di↵erent shielding materials. In this case, water is the best shielding material for neutrons,
since the mass of the hydrogen atom is comparable to the mass of the neutron and therefore the neutron can lose all

56



APPLAuSE Review Letters 2018

Figure 1: DEMO 2017 neutronics reference model.

its energy in a single elastic scattering collision. The other important result is that, even though the atomic mass
of iron is much heavier than the one of beryllium, iron is a better neutron shield due to its higher density (although
the neutrons lose less energy per collision, there are more collisions with iron nuclei than with beryllium nuclei).

3.2. DEMO 2017

The reference model of DEMO is shown in Fig. 1. In this model, an opening was introduced in one of the blankets
(at the equatorial level in the low-field side), to be used for the introduction of diagnostics. In this opening, sample
materials were introduced in two positions: close to the first wall and at the back of the blanket, shown in Fig. 5.
These sample materials are the ones used in the reflectometry systems and are introduced here as very simplified
versions of the plasma-facing antennas.

The neutron radiation source is the plasma and it radiates isotropically.The estimated neutron and gamma
fluxes inside the reactor are shown in Fig. 6 and Fig. 7, respectively, while Fig. 8 shows the energy deposition in
the blankets and remaining components.

From Fig. 6, we can see that the neutron source is located at the center of the geometry. The gamma fluxes,
shown in Fig. 7 are, as expected, concentrated in the divertor section, which is made of tungsten (a very high-
density material) that can become a gamma radiation sources when it interacts with neutron. In the opening and
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Figure 2: Basic geometry (a) XY-plane, (b) YZ-plane.

Figure 3: Neutron flux in basic geometry with water as shielding material (a) XY-plane, (b) YZ-plane.

in the antenna, the gamma flux is much lower than the neutron flux, so we can say that the irradiation received by
the diagnostics system is mainly from neutrons.

The calculation of displacement per atom (DPA), which contain the important information of the material
durability, follows Eq. 1,

Nd = N0'�dt (1)

where Nd is the number of atom displaced by the irradiation, N0 is the number of the neutron irradiation, ' is
the neutron flux, �d is the displacement cross-section, and t is the irradiation time. The heat load distribution, as
expected, shows that the material facing the plasma will have higher heat loads compared to the one in the back.We
can also expect that the antenna located close to the first wall will have higher DPAs compared to the one on the
back.

The calculated DPAs for two phases with three di↵erent openings for EUROFER and SS-316 of the front end
and the back of the antenna are presented in Fig.9 and Fig.10. The calculated results of DPA agree with the
estimations of EUROFUSION for the first wall (20 DPA for the 1st phase and 50 DPA for 2nd phase) within ⇠10%
for the 1st phase and within ⇠20% for 2nd phase [68].
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Figure 4: Comparison of the total neutron flux with di↵erent shielding materials as a function of the cell number
(from the smaller radius to the larger radius).

Figure 5: Relative position of the opening and antenna.
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Figure 6: Estimated neutron flux of DEMO
(1/cm2

/s).
Figure 7: Estimated photon flux of DEMO
(1/cm2

/s).

Figure 8: Estimated heat load of DEMO (W/cm3).

For the assessment of the e↵ect of the calculated DPAs on the mechanical properties of the materials, swelling
was selected as an example. As the reflectometry components of DEMO are aimed to operate below 450�C, they
will, according to Fig. 11, have more than 6% of volume swelling [70]. Swelling is only one of the e↵ects that comes
up with the irradiation of the materials; for a complete assessment of the e↵ect of the DPAs on the mechanical
properties of the materials, a complex, multidisciplinary study is required, which is not in the scope of this study.
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Figure 9: DPA calculation for 1st phase operation of DEMO (1.57 FPY) for: (a) front antenna, (b) back antenna.

Figure 10: DPA calculation for 2nd phase operation of DEMO (1.57 FPY) for: (a) front antenna, (b) back antenna.

4. Conclusion

In this study, we presented the e↵ects of neutron streaming to di↵erent materials. It has been found that heavy
materials, such as iron, can be better neutron shields than beryllium oxide, because the density of iron is much
higher than the density of BeO.

Also, the irradiation e↵ect to the diagnostics components of DEMO is analyzed with di↵erent openings and
exposure period for SS-316 and EUROFER. One can expect more damage to the diagnostics components from the
larger the opening, because the total number of neutron interacts with the material will be increased.

The study of the opening and antenna in the blanket of DEMO shows that even with a simplified geometry,
we can get an estimation of the received damage with 10 to 20% of deviation from previous estimations which
corresponds to ⇠6% of diagnostics components volume swelling operated at 430�C.

In the future, more complex and multidisciplinary analysis will be done to find out if the diagnostics components
of DEMO will survive.

61



CHAPTER 7. SURVIVABILITY TEST OF DEMO DIAGNOSTICS COMPONENTS, YOHANES S. NIETIADI

Figure 11: Swelling law for irradiation temperature from 350�C to 430�C with 10�C di↵erence for each di↵erent
line (S.A. - solution annealed) [70].
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